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OUTI,IERS lf,i ML]LTMRIATE DATA EXPOSURE THROUGH
THN fi }AAPffi .THEORETICAL METHODS

h4D. Kli lR ABill r l- RAHh{AN"

.' , !,r ' :rrd.!. '  l) l t:, i , ' : i :n" i,:al; l exlrosure. ir. luit ic{in-.. it$$ir' i t l  piot, Minimally connected grap!-l.,"
fnl*rrnai r; uantiie. Fdge ieneths.

T{TNGKASAI{

i lalam inelak ukan analisa data, scia;n J;iii rneirgernukai'-:rn ringk:rsan atau prn{iruan akhir untuk
data tersebut, pertimbangan harus juga diberi kepada aspek penapisan dara. Yang itarna ialah proses
pendedahan data icrsebut untuk mensesan keiradirarr  t i t ik- t i t ik  d.r ta penci lan.  i \ ' [asaiah pendedahan t i t r i *
data penci lan dar i  data nrul t ivar iate t i i i - . r r r i : , r , r l l  d i  s in i  menurut  pendekatan secara grat- teoret ik .  Dua
kaeclah dika; ikan:  yang pertama melrbatkan teknik memplot  data r l r r l t id imensi  dan -vang kedua
menggunakan prc lsedur pcrnangkasan ke : r tas graf  terkai t  minimum.

{NTRODUCTION tion of outliers. Particular emphasis will be
given to the use of graph-theoretical methods

The recent development in biometry as applied to multivariate data.
h;ls been the emphasis on the analysis of
actual research data as contrast€d with the In a sample of n observations, it i:

cilmputations of statistics that are simply possible that a limited number of them are s<r

abstractions or summaries from these data. far separated in value from the remainder

This area is known as data analysis - clefined that they give rise to the question whether

as the systematic search of sets of data to they are not from a different population, or

yield both summaries of and fresh insightr that the sampling technique is at fault. Such

into the relationship in a given study. obse rvations are called outl iers.

The occurrences of outl iers are
common in research data. In the study on
nutrient requirement of English cabhage
(PunusHorH"4M.A.N and Josr:ps, 1977). for
example, the presence of outl iers ma.v be
suspected in some of the scatter plots given.
A genuine outlying point, if considered,
would significantly alter the regression
relationship thus computed. The same mav
be said about trend determination in
economic analysis, where random and out-
lying points are common.

Thus, quite often, an analyst is faced
with this problem of deciding whether
certain of his observations properly belong in
his presentation of measurements obtained.
He must decide whether these observations
are valid. Two objectives may be given to
this problem of outliers detection
(QuEnNsneRRY and Devro, 1961). One
might, for instance, be primarilv interested
in prunning the observations in order tct
Secure a more accurate analysis of outl iers.

Turr,v and Wm (19661 broadly outl ined
data analysis through the following aspects:

(ii) Summarization - the presentation of
results in terms of statistics (such
as mean, standard deviation,
correlation, etc.)

(i) Exposure - the presentation of analy'ses
so as to facilitate the detection of
not only anticipated but also un-
anticipated characteristics of
data, and

Statistical methodology of summariza-
tion has often been developed without
specific attention to the exposure value of the
techniques. The goals of summarization has
always been artif icially separated from the
objective of exposure, though both can be
viewed as the prerequisites to data analysis"

This paper touches on one technique of
exposure in data analysis, namely the detec-
*Computer Centre, MARDI, Serdang
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Or, one might be particularly interested in
identifying which are the genuinely excep-
tional observations in order to create a new
insight into the phenomena under study.

In this paper, the analytic data philo-
sophy with regard to detection of outliers is
more of the second case. Outlier identifica-
tion process here deals primarily with the
problem of isolating peculiarities, not
thereby implying or advising rejection of out-
l iers - in essence, it is just a tool of data
analysis.

DIXON (1953) characterises outl iers in
univariate case according to the following
model.

Let N (uf) represents a population
with mean rr and varian ce d . An observation
from N (u+),o,o2) introduced into a sample
from N (u,oz) is termed a location error. An
observation from N (u,12&) introduced into
a sample from N (p,oz) is a scalar error.

In such a univariate case, the use of
trimmed and Winsorised means for the
detection of outliers has been advocated by
DIXoN (  1960) and by TurEv (  1960:  1962).

In the treatment of outl ier detection
considered in this study, the outlying obser-
vations wil l be assumed to be from a k-
variate normal distribution with shified
mean vector ,  speci f ica l ly  f rom N (r r*a, : - ) .

The remaining observations are from a N (u,
I) distribution. The case of k:2 and k:3 wilL
be considered for  i l lust rat ion.

THE EFFECT OF DATA
CONTAMINATION

The consequences of having defective
observations in a multivariate sample are
int r ins ica l ly  more complex than in the uni -
variate case. One reason for this is that multi-
variate outl iers can distort not only measures
of location and dispersion, but also those of
orientation e.g. correlation (see
GNRNaDTSEKAN and KET-.ren-RrNG, 1972.
for details).

The effect of the p:resence of these out-
l iers wil l be demonstrated using 51 sample
points artif iciall l '  senerated from a bivariate
normal distribution with zero mean vector,
uni t  var iances and a corre lat ion,  p:  0.7.
r\dditive disturbance of two observations
will simulate the presence of outl iers.

Table 1 shows the effect of two outliers
on the means, variances and correlation for
the bivariate case. It is evident from the tabie
that the presence of oniy two outliers effect-
ively influences the sample estimates,
especially the means and the variances.
Though only at two-percent shift in the
correlation is observed here. DevLtN et al.,
( 1975). however reported that the presence
of an outl ier in a generated bivariate normal
distribution of size 60 with p : 0.9 has the
effect of shift ing the correlation by an
average of  8 ' l  ! .  i t  is  thus necessar ,v ,  for  th is
reasoll aione, to identif,v the outlying obser-
vations so that a better and correct analvsis of
the data is  possib le.

DETECTION OF-
NIULTIVARIATE OUTLTERS

A brief overview of several outl ier
detection techniques wil l be given herc'. Sub-
sequently, elaborations over some graphical
techniques wil l be made to demonstrate their
effectiveness in detecting two types of
out l iers.

In the univariate case. the outl iers are
simply the largest and the smallest observa-
t ions.  In  DIXoN's (1950) gap test ,  one tests
whether the Iength of an interval between the
suspected outl ier and its closest or second
closest variate is too large in comparison tcr
the observed range of variabihty'.
DooRNBos (1958) uses the same interval
length between the outl ier and its closest
variate, but instead of the observed range of
variabii ity, the standard deviation of the
good observations (rvithout outl ier) is used
tbr comparison.

Detection of outl iers in samples from
k-var iate normai  d is t r ibut ion is  much more
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TABLE 1: THE EFFECT OF DATA CONTAMINATION

Statistics Without outi ier With 2 outi iers
Deviation in

estimate s

v l
;

Var  (V1)

Var (V2)

Correlation

0.0 :76

0 . 1 i  7 3

0.8927

u . / / J . 1

0 . 7 1 0 3

0.0409

0 . i  3 3 3

1 .03b0

0  9 0 1 5

0 "6946

0.a4-?3 (48q \

0.01 60 ( 1 3",  )

at433 (.16' / , )

0 .1283 ( i  , /7 , .1

0"a \5 i  {  2%)

difficult than in the corresponcling univariate
problem since there is no quarantee that an
outlier can be detected visually either bv
examining each variatrle separately or with
bivariate scatter diagrarns. The complexit,v
of the problem is further compounded by the
fact that there exist outliers which distort the
estimates for correlation without affecting
the variances" Also there are outl iers which
behave in the contrary.

Despi te the apparent  complexi ty 'o f  the
probiem, multivariate outl iers ean sti i l  t-.e
detecterJ by the fact that they are somewhat
isoiated from the nain cloud of points.
WILKS (1963) gives an identif ication pro-
cedure based on outl iers scatter ratios. For
the Q-th observations, the 'one outl ier scatter
ratio' is

However, theie exists a class of gra-
phical and graph-theoretical techniques
which can be implemented for detecting
outliers. The following section wil l treat two
of those techniques with the rrim of i l lustra-
ting their efficiencies, considered in terms of
the ease in implementation and negligihle
analysis effort. The two techniques a.e
namelv (i) plot of high dimensional data and
(ii) analysis of a minimall.v--connected graph.

GRAPHICAL N{ETHODS

'I"o 
i l lustrate outl ier detection usirs

graphicai methods, the artif icially generaled
data as mentioned earlier wil l be used" lhc
51 observations, are from a tri-variate distri-
bution with zero mean vector, unit variances
and a positive2. Figure 1 shows the bivariate
scatter diagram with two observaii*ns
shifted to simulate the presence of outliers.
The outl ier Xo may be detected h'r ' simpll
using the univariate test while X, il llol
detectable with a univariate test.

l. Plot of k-dimensional data

Aroncr,vs (1972) proposed a verv
s imple p lot t ing procedure.  I f  the data is  k-
d i m c n s i o n a l .  e a c h  p o i n t  I :  ( \ r .  * : .  .  . .  r t  ) l
ciefines a function

f x ( t )  =  x r i / 2  *  xz  s i n  t  *  x : cos  t  *  x . r l i n  l t  t . . . .

where the funct i l rn  va jues f . . t t )  are pr( ) jL lc t -
ions o1 the vector lon t i re ' ,c :c tor

I  i i  i  - , i  t r  J ) , ' , , , ,  .  r l !  , ,  ! i  - t .  . . r , r

s E - * i A 1 t i ' i A i : 1

where  In , , l  i t  the ' in tc rna l  sca t te r  r rn t l  lA ,  ,q
is  the  ana logous quan i i l y  w i th  [u  ommi t tcd

GurruaN (i973) presents a Bayesian
approach to the identif ication of a single
outlier in a multivariate normal distribution.
He assumes that all but one observation
comes f rom a N ( r r , : )  d is t r ibut ion,  the
anomalous observation comes from N (1r + a,
)). Outlier identif ication is based on the
posterior distribution of a. FIewrrNS (1976)
and FEt-I-r,cr (1975) based their multivariate
outlier procedures on the ordering of the
principal components while I(enr-IN and
Tnuax (1S69) discuss tests of multivarii:tre
outliers u sir q studt) i i  I izer-l,: i  : r ' :: ncir mc iriure.;
and a s l i r , t la l f  - tv f l ! , .  r i l ' ; i  . :  : .  .
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When normaiised, this vector defines a point
on the k-sphere and as t varies, this point
describes a periodic curve on the k-sphere.
The function is plotted over the range --z< t
< 7T.

Several useful properties are attributed
to this function, namely

(i) The function preserves means. If T is
the mean vector of set of n observations. then

ti(t) =

(i i) The function preserves variance. If the
components of the data are uncorrelated
with common r,ariance sl . then

Var  [ f " ( t ) l  =  o ' [ / ,  +  s i n2 t  +  cos2 t  +  . . . . 1

( i i i l  The  func t i on  rep resen tu t i on  p rese r r  es
distances,  that  is  for  observat ion { , ,  and x. ,
the familiar Euclidean distance is

r f - ( t )  l . t r t i l ,  =  t I  { x r i  r : i } 2
I  x r  x t  l l  |  ^

i =  I

This third propert)' is the basis fbr
' . rL l t l ic i '  detect i l tn .  Because of  th is  re lat ion.

close points wil l apoear a: close fi lr i:tt l i . ls
and d is tant  points as Cistani  funi : i ion.
Thus. muitivariate outl iers m;r] he idcntif ie i j
v isual ly ' f rom the p lot  of  the iunct ions.

Fignre 2 shorvs the plot oI fJt) fnr 1?
three-dimensional observations from the
artif icially generated data set. Two simulated
clutl iers are included. it is clearly evident
from the figure that the periodic curves cf the
two outl iers are well identif ied. For outi irr
x, . the distinct behavicur of the curve mar.' Lre
, , i . s c rucd  i n  t hc  uho l c  range  o f  t .  uh i i e  l o r
out l ier  x ,  the d is t inctness is  apparent  in  t i rc
i rnee of  t  f rom -n to 0.5.  J 'he re main ine 1.5
otrsen'ations define nearlv similar peii,.rdic

curves.

2. Analysis of minimally connected graphs

This technique makes use of the con-
cept  of  adjacency between points.  in  essence.
the distance between a point and its nrarest
neighbour. A convenient wav to r;alise this
is to use the edge cor.nections ci minimali,r"

connected graphs, which are gri::trh'. {}f n

points and ( r : -1)  edges.  .vhere t l ie  l . r t ; : i
le*g.i ., rtf thr: u:dge:, is i; i ;ntr...;n. T;|t,. i ,, i :;1.,,: '  ,

l n'  t  f  ( t )
' Y , ' ! J

r r  :  -  t
r -  t

4r)
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between two adjacent points is thus the
length of the edge connection of the tw<r
points of the fuIC graph. In such a graph. an
outlier may be characterised as the point
whose edge connection is relatively long.
Therefore, in detecting outl iers, all that is
needed is the information on the (n - 1) dist-
ances of the graph. The ktC graph can be
generated using the distance function,

n-1
d , .  =  |  I  ( x o ,  . x n , ) 2  l r 2

U  ' ^  
,  r r  ( J

Y = i

as a measure of proximity between any pair
of points i and j. Algorithms for constructing
MC graphs are given by pnrlr (1957),
KRUSKAL, (1956) and WHrrxEy {1912),
among others. Flg. 3 below shows the fu{C,
graph constructed for the scattcjr of rroints of
f i7 .  I  ,  us ing t l .c  d is tancc fune t r , 'n  at"ovc.  lhs
iwo s int t .  .  uu t r i r l i ,  ' .  . 'c

r  + .10F i r - l ;  + .318+01

Tritariate Poiltts llaying 2 Outliers

2.1 Normal quantile plots

Let d, (i : 1, ..., m) denote the lengths
of the m : n- 1 edges of the MC graphs. If
normal distribution is assurned for d, and d,l
then the normal plots of both the variabie
would reveal a linear pattern. Any outliers
present would be indicated by deviations
from linearity. Figure 4 shows the quantile
plot of d, and di for the bivariate and
trivariate case. In all the four cases, the
simulated outliers are clearly indicated, two
fbr the bivariate and three for the trivariate
sample. The presence of linearity when d,2 is
used, and not when d, values are plotfed,
indicates that the assumption of nonnal
distribution is rnore appropriate for d2.
GNnNappsrKAN and KETTH,NRTNC {19^V2)
howevcr recommend the -assumptiori cf
;  in t r r , . ,  C;r  i  , t lu i . i , ;n  tor  thc d. - '  r 'n lL,es.
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Figure 3: Minimall\, connected graph of 5I points (k = 2).

2"2 Trimming the MC graphs for outliers

This technique is based on the fact that
a multivariate outl ier must 'stick out' some-
where from the hyper-cloud of points. On an
MC graph, this idea is manifested in the
presence of edges which project themselves
away from the central body of points.

Such edges, d,, may be detected usins
the following criteria:-

1 .  d i > f d i

L '  d 1 ) d , + t s -

where d, and si are mean and standard devia-
tion of h neighbouring edge lengths. f and t
are mul t ip ly ing factors.

Table 2 shows the number of maverick
observations apparently detected using
different depth factor, h. 

' fhe 
bivariate and

trivariate samples contain two and three
simulated outl iers, respecti\ iely. A reason-
abie choicer of f== j" and t..,3 ,ri l l  be usc,-i

(Z, ruN.  l97l ) .  The taLr le indicates thaf  for
the two examples, a minimurn c'lepth of 2tl
neighbouring edges is sufficierrt in order to
be able to detect the simulated outl ie rs. This
corresponds to a torty percent dcpth facior.
Also, by usir-rg this depth factor. it was found
that  out l iers were detected correct lv  in  the
fbllowing range o1 f and t

.  1 . 5 ( t ( 3 . 0  1 0 . 0 < f < 3 . 5
tMrlate

0 . 0 ( t ( 1 . 5 ; 2 . 0 < f < 3 . 5

1 . 0 < 1 <  2 . 5 : 0 . 0 < f < _ i 5
trivariate

0 . 0 ( t { 1 . 0 ; 2 . 0 < f < 3 " 5

CONCLUSION

The graphical techniques of detecting
outliers have been il lustrated for the 2- and
3-variable case. However, extension to thc:
k-variable case is a trivial procels.

In the k-dimensional pk',t, only ;i
l imited amount ot information may !"

absorbed from onc plot, ;,:d 10 i ' :b"eivafio-

pe r  . r lo t  i : ,  suggeste i  i f  i  : i led ;  : -  ' i r i r '  r i r : .

,+8
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TABLE 2: NI.]MBER OF APPARENT OUTLIERS DETECTED FOR VARIOUS i1 (N = 5i)

hwurnber of outl iers

Bivariate
(with 2 outl iers)

T rivariate
(with 2 r:utl iers)

5

1 0

1 5

2 0 - 5 0

:

l

7

3

3

I

I

)

is necessary. However, an initial plot of all
observations would be a good procedure to
extract general characteristics of the sample,
and subsequently, separate plots of 10 points
could be used to assess individual points in
relation to the whole.

The ease in implementation of these
graphical techniques is obvious. For the k-
dimensional plots and the normai quantile
plots, only a tast plotter is required. The
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